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Abstract: 
Fluorescence correlation spectroscopy (FCS) is an increasingly important tool for determining low 
concentrations and dynamics of molecules in solution. Oftentimes triplet transitions give rise to fast 
blinking effects, which are accounted for by including an exponential term in the fitting of the 
autocorrelation function (ACF). In such cases, concomitant saturation effects also modify the amplitude 
and shape of the remaining parts of the ACF. We review studies of triplet and saturation effects in FCS and 
present a simple procedure to obtain more accurate results of particle concentrations and diffusional 
dynamics in experiments where triplet kinetics are evident, or where moderate laser powers approaching 
saturation levels are used, for example, to acquire sufficient photon numbers when observation times are 
limited. The procedure involves use of a modified function for curve-fitting the ACF, but there are no 
additional fitting parameters. Instead, a simple calibration of the total fluorescence count rate as a function 
of relative laser power is fit to a polynomial, and the non-linear components of this fit, together with the 
relative laser power used for the FCS measurement, are used to specify the magnitude of additional terms 
in the fitting function. Monte Carlo simulations and experiments using Alexa dyes and quantum dots, with 
continuous and pulsed laser excitation, demonstrate the application of the modified fitting procedure with 
first order correction terms, in the regime where distortions in the ACF due to photobleaching and detector 
dead time are small compared to those of fluorescence saturation and triplet photophysics. 
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1. INTRODUCTION 
 
Fluorescence correlation spectroscopy (FCS) [1,2] is now a well established technique that is widely used 
for determining concentrations and kinetics of labeled molecules in a variety of applications, including 
homogeneous solution assays for pharmaceutical drug discovery [3,4], studies of molecular diffusion [5], 
conformational fluctuations [6], crowded molecular environments [7], and intracellular [8], interface [9] 
and membrane biophysics [10]. A few interesting recent reports include the use of FCS for an improved 
assay for ‘mad cow disease’ [11], a cost-effective FCS apparatus for use in teaching laboratories [12], 
tracking FCS of a single-particle [13], and a means of studying anomalous diffusion and lipid rafts in 
membranes by variation of the size of the focused laser beam [14,15,16,17]. Recent reviews have been 
published on the historical development [18,19], recent innovations [20] and biological and chemical 
applications [21,22]. FCS was first established in the early 1970’s [23,24,25,26] as an extension of photon 
correlation spectroscopy methods for determination of particle diffusion kinetics by dynamic light 
scattering [27]. However, the widespread use of FCS as a routine tool for bioscience investigations has 
become possible only since subsequent improvements in signal-to-noise, with technical developments such 
as the demonstration of single-molecule detection in solution [28], the use of confocal microscopy with a 
high numerical aperture (NA) objective to reduce the sample volume [29,30], and the application of high 
quantum-efficiency single-photon avalanche-diode (SPAD) detectors [31,32]. 
 
In his review [18], Webb states that “FCS is now so efficient and sensitive that it can generate misleading 
data (if one is not meticulously careful about experimental design) faster than any other spectroscopy I 
know.” Because of this realization, several research efforts have aimed to understand systematic errors, 
which can originate from numerous sources, and to present methodologies for avoiding or correcting such 
errors [33]. 
 
In general, systematic errors arise when the fitting function for the experimentally measured background-
subtracted normalized autocorrelation function (ACF) of the total signal, , )(tS
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does not accurately represent all of the physical processes that contribute to the experimentally acquired 
ACF. One may try to adjust the experimental set up to avoid these processes, or when this is not possible, 
filter their effects from the data, or modify the fitting function to account for the processes.  
 
Systematic errors can arise if other sources of fluctuations such as laser power fluctuations are present [18], 
if there is a corruption of the photon data due to effects such as detector dead time [34] or afterpulses 
[35,36], or if approximations that the correlator makes in determining the experimental ACF from the 
photon data stream become poor [37,38,39]. Systematic errors can also arise if the shape of the probe 
region from which fluorescence is collected (which is defined by the focused laser and the optical 
collection system) differs from that modeled by the fitting function [40]. In the commonly-used confocal 
epi-illumination optical set up, the probe region is usually assumed to have a 3-dimensional (3-D) 
ellipsoidal Gaussian profile, with 21 e  radius 0ω  and depth . This shape is assumed in part because it 
yields a simple analytical form for the fitting function [

0z
41] (see Section 6 for derivation): 
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where  isN 43 π  times the mean number of molecules contained within an ellipsoid (with abrupt-

boundary) with radius 0ω  and depth  [0
2/1

0 ωζ −=z 42], and DD 42
0ωτ =  is the diffusional residence 

time, that is the mean (i.e., e1 ) time that a molecule that begins at the origin remains within a sphere of 
radius 0ω . To reduce the number of fitting parameters, the confocal parameter ζ  is usually determined 
independently, by curve fitting the ACF measured with a well characterized solution. Also, when 
background is present,  in Eqn. (2) is replaced by N ( )21 SBN + , where  is the background count rate 

and 

B

BFS +=  is the total fluorescence plus background count rate [43]. 
 
Monte Carlo simulations [3,34,39,44,45,46,47,48,i] and numerical calculations 
[49,50,51,52,53,54,55,56] (which are also referred to as ‘simulations’ by some authors) have provided 
invaluable tools for quantitatively studying distortion and errors in the experimental ACF. Ref. [56] points 
out that in the widely used Zeiss Confocor 2 instrument [57], the laser beam overfills the microscope 
objective pupil and thus the focused beam is no longer strictly Gaussian. In consequence, the ACF will 
become distorted, but improved results can be obtained by use of a fitting function that uses numerical 
integration over the numerically calculated probe region profile. Ref. [56] calculates that a slight 
misalignment of the z-focus of the pinhole in this instrument can render the probe volume 3D-Gaussian 
once more, and hence suggests that the reason that the bias predicted by Ref. [40] is not observed in a 
subsequent study to characterize such bias [58] may be because of slight misalignment.  
 
Pipetting errors and change of sample concentration due to chemical degradation, photobleaching [49,55], 
evaporation, or adsorption of molecules to glass surfaces can also lead to systematic errors and present 
difficult challenges when attempting to gain quantitative comparison between FCS and other analysis 
methods [59]. Detergents are often used to prevent sample adsorption to glass surfaces, but partitioning of 
fluorescent species into micelles can lead to changes in fluorescence properties (particularly in FRET-based 
assays) that may also account for observed systematic errors [59]. 
 
2. EFFECTS OF TRIPLET PHOTOPHYSICS AND SATURATION  
 
In this article, we are primarily concerned with systematic errors that arise from excitation saturation, 
including saturation that results from triplet kinetics or other photophysical processes that cause the 
fluorophore to enter a dark state, such as photo-isomerization [60], as observed for the popular dye Cy5 

                                                 
i Dix, J.A.; Hom, E.F.Y. and Verkman, A.S. (2005) Biophys. J. 88(1), 655A-655A Part 2 Suppl. S. 
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[61].  As the laser power is gradually increased so as to obtain adequate signal and acceptable data 
collection times, these effects are usually the first cause for distortion of the shape of the ACF away from 
the ideal form given by Eqn. (2). Triplet and saturation effects have been studied by several groups 
[3,33,46,47,48,49,50,51,52,53,54,55,56,62,63] and several methods for accounting for saturation in the 
ACF fitting function have been proposed in the literature [48,52,64,65]. 
 
Widengren, et al. [62,63] have conducted seminal studies of the effects of triplet photophysics in FCS for 
the case of continuous wave laser excitation. They solve the rate equations for a 3-level fluorescent 
molecule to determine the population dynamics for a molecule in a state of steady illumination. The level 
of illumination varies across the focused laser beam profile, but because the time constant at which 
molecules enter and leave the dark triplet state is generally much faster than the diffusional residence time 

Dτ , the adiabatic approximation can be used. That is, the effects of the triplet kinetics can usually be 
treated separately from diffusion in two time regimes—a fast time range, where molecules can be assumed 
to be immobile while triplet transitions occur, and a slow time range, where the triplet kinetics attain a 
steady state while the fluorophores diffuse. In the fast time range, Dττ << , where molecules are immobile 
at different parts of the beam, with different levels of illumination and hence different rates of triplet 
blinking, a weighted average is taken of the temporal dynamics over the beam profile, resulting in a 
multiplicative correction factor with a single exponential time constant. That is, to account for fast triplet 
blinking, Eqn. (2) is multiplied by a correction factor of the form 
 

   1)/exp()( +−= TAH τττ ,                (3) 
 
where )1( TTA −=  with T  equal to the averaged fraction of molecules within the probe region that are 
in the triplet state, and Tτ  can be roughly described as the averaged time constant for which molecules are 
driven into the triplet state. Note that the correction term is functionally the same as that for a fluorescent 
molecule *A  in a chemical equilibrium with a dark state  (B ( ) BkkA BA →← ,* ), where T represents the 

fraction in the dark state, and ( ) DBAT kk ττ <<+= −1  is independent of the laser illumination [27]. 
 
Ref. [63] does not provide an analytical expression for a correction term in the slow time range, but it does 
discuss the saturation effects that triplet kinetics cause, including a broadening of the probe volume away 
from the ideal Gaussian profile. Because it is mostly concerned with characterizing the fast time-scale 
triplet kinetics, rather than the various effects such as saturation that influence the amplitude of the ACF, it 
presents experimental ACF renormalized to an amplitude of 2)0( =g . However, it does use a freely-
adjustable sum of two components with arbitrary values of Dτ  to provide flexibility in curve fitting 
experimental ACF, in order to account for “wings” in the probe region that might arise from saturation or 
photobleaching effects. 
 
Eqn. (3), or a similar factor [56], 
 

ξττξτ +−−= )/exp()1()(' TH ,              (4) 
 
with ξ  and Tτ  as fitting parameters, is widely used in the FCS literature to account for triplet kinetics, 
while the concomitant saturation effects are usually neglected. Note that the factor given by Eqn. (3) is 
always greater than 1 (for all τ ), while the factor in Eqn. (4) is always less than or equal to 1. Fig. 3 of Ref. 
[3]  shows that due to the simultaneously occurring saturation effects, the change in the ACF due to triplet 
kinetics can yield a correction factor that can be greater than 1 for small τ  and at the same time smaller 
than 1 for large τ , depending upon the particular molecular parameters. This conclusion is obtained using 
an ab-initio Monte Carlo simulation of FCS, where photobleaching and other causes for distortion may be 
easily turned off. 
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Simulations show that if triplet crossing is “turned off”, excitation saturation effects will still occur due to 
the finite fluorescence lifetime, which causes a decrease in the population of the ground-state of the 
fluorophore with increasing laser power, and leads to a clear decrease in the amplitude of the ACF (i.e.,  
appears to increase) and a small increase in ACF decay time (i.e., 

N
Dτ  appears to increase)[ii,iii]. That is, 

distortion of the ACF due to excitation saturation will occur even if triplet crossing is negligible, although 
triplet effects accentuate saturation distortion. Similar observations have been reported in the literature by 
others [46]. The amplitude and decay time of the ACF is dependent on laser power, but Eqns. (2) and (3) do 
not provide for any power dependence. Although the measured ACF may still be fit with Eqns. (2) and (3), 
the apparent values obtained for  and N Dτ  will be increasingly biased as the laser power is increased. If 
saturation effects are not accounted for, then it can mistakenly seem that increased laser power causes 
partial optical trapping of molecules [66]. 
 
The numerical calculations presented in Ref. [56] for the case of saturation with continuous-wave laser 
excitation (where the scaling of the fluorescence signal F  with laser irradiance I  is given by 

( )SIIIF +∝ 1 , where  is the saturation irradiance [SI 67]) lead the authors to make a poignant 
observation: The dependence of the apparent  and N Dτ  values (obtained by curve fitting experimental 
ACF by Eqn. (2)) is greatest in the limit of low laser power. That is, it is not that bias occurs only if the 
laser power is above a threshold ‘saturation’ value, but rather, to obtain unbiased values for  and N Dτ , 
one needs to extrapolate the results of a series of measurements to the case of zero laser power. Such 
extrapolation is time consuming, because acquisition of a series of ACF with comparable signal-to-noise 
requires roughly quadratically longer collection times as the laser power is decreased [56]. 
 
3. ACCOUNTING FOR SATURATION IN FITTING THE ACF 
 
From a practical perspective, for many applications of FCS, including intracellular studies and 
pharmaceutical drug-binding assays, it is desirable to reduce the measurement time, rather than work with 
the lowest possible laser power. In order to obtain adequate photon statistics and signal-to-noise for short 
measurement durations, it is therefore desirable to increase the photon count rate by increasing the laser 
power. However, as described above, when even modest laser powers are used, saturation causes the ACF 
to change its amplitude and shape. Therefore, it is desirable to find simple modifications to the ACF fitting 
function to account for the power dependence. 
 
A modified fitting function has previously been introduced to account for saturation in ACF data collected 
at high laser powers in 2-photon excitation experiments [64,65]. However, this fitting function is obtained 
with the assumption that saturation has an abrupt onset and causes the probe region to have a flat-top shape. 
Ref. [50] points out that the assumed shape “has no physical meaning and introduces fictitious parameters”. 
The fitting function includes an additional quantity, α , which is essentially an empirical parameter that 
lends added flexibility for better fitting of the saturation-distorted ACF data. Further, α  must be 
determined by globally fitting a set of ACF, which itself requires some time to collect.  
 
Ref. [52] presents another method for accounting for saturation effects by scaling the adjustable parameters 

),,( ζτ DN  in the fitting function given in Eqn. (2) by three factors, which are numerically calculated using 
a physical model of saturation. These factors are all dependent on a quantity , which equals the laser 
irradiance divided by a parameter , that once more must be determined by globally fitting a set of ACF. 
This procedure yields self-consistent values for experimental 2-photon excitation results with Rhodamine 
6G over the range of laser powers, when an additional term with two adjustable parameters is included to 
account for photobleaching. 

satR

satI

                                                 
ii Davis, L.M.; Ball, D.A.; Williams, P.E.; Swift, K.M. and Matayoshi, E.D. (2003) in Picoquant 9th 
International Workshop on ‘Single Molecule Detection and Ultra Sensitive Analysis in the Life Sciences’, 
Berlin, Germany; http://ldavis.utsi.edu/PDFs/2003-picoquant1.pdf. 
iii Davis, L.M.; Shen, G.Q. and Ball, D.A. (2004) in Focus on Microscopy 2004, Philadelphia, PA. 
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We recently reported another method for accounting for saturation effects when fitting the ACF and 
demonstrated this method using Monte Carlo simulations of FCS with continuous-wave (cw) excitation and 
no triplet kinetics [48]. The method, which is applicable to one or two-photon excitation, with pulsed or cw 
excitation, is simple to apply, and does not require one to collect a series of ACF over a range of laser 
powers. Instead, only the fluorescence count rate as a function of relative laser power, for the particular 
experimental configuration and sample, needs to be measured to ‘calibrate’ the effects of saturation. 
Despite its simplicity, the new laser-power-dependent ACF fitting function is derived from a detailed 
theoretical model of the molecular photophysics, which we present below in a form that now also includes 
the triplet correction factor of Eqn. (3). While the theoretical derivation yields new insight into the nature of 
saturation effects and its differences for various forms of laser excitation, readers who wish to skip ahead to 
the application of the theory may turn to Section 7. 
 
4. FLUORESCENCE SATURATION BEHAVIOR 
 
In this section, we discuss the physical processes that occur following excitation of a fluorescent molecule 
in terms of a rate equation model. Such models have been previously used to provide a better understanding 
of saturation in FCS [46,48,49,51,55]. Here we discuss the time scales of the various photophysical 
processes for typical fluorophores in solution, to derive a unified explanation of saturation effects for cw 
excitation, pulsed one-photon excitation, and two-photon excitation. While the differences in the saturation 
behavior are noteworthy, in all cases, a simple Taylor series expansion may be made of the dependence of 
the fluorescence on laser power, although for cw excitation the expansion only converges for laser powers 
below a critical value. 
 
For one-photon excitation, either a cw laser beam or a train of sub-nanosecond pulses is used for sample 
excitation. However, for two-photon excitation, a train of pulses of duration ~100 femtosecond is usually 
used in order to attain adequate peak irradiance. The different timescales of the laser pulses and the 
physical processes that occur as a result of molecular excitation [68], which are indicated in Fig. 1 (a), give 
rise to different saturation behavior for one- and two-photon excitation and for pulsed and cw excitation. 
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Fig. 1: (a) Typical timescales of molecular processes: : one or two-photon excitation; : one or two-
photon stimulated emission; : collisional dephasing (~10 fs); : vibrational thermalization (~1 ps); : 
rotational reorientation (~100 ps—100 ns); : fluorescence (~2 ns); : inter-system crossing (~200 ns); 

: phosphorescence (~1 μs); (b) Simplified 3-level scheme, in which only the electronic levels are 
retained. 
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After an organic dye molecule is excited (at a rate shown in Fig. 1 (a)) to a particular sublevel of the  
excited state manifold, its electronic wavefunction becomes dephased due to elastic collisions with solvent 
molecules within a timescale of ~10 fs, which is typically much faster than the laser excitation 
pulsewidth, and hence coherence effects are usually negligible and the optical Bloch equations that describe 
the system are well approximated by rate equations [

1k 1S

1
2
−k

69]. After dephasing, thermal relaxation within the  

excited state manifold due to inelastic collisions with solvent molecules occurs within a timescale of ~1 
ps. Reorientation of the transition dipole moment due to rotational diffusion of the molecule may also occur 
on a timescale of  ~100 ps for a small dye molecule in aqueous solution and with  up to ~100 ns for 
a chromophore rigidly bound to a macromolecule. Fluorescence and/or internal conversion back to the  

ground state manifold then occur within about ~2 ns. Intersystem crossing to the triplet  manifold is 

a competing process, which typically occurs about 1 in 100 times, and thus with ~200 ns. In typical 
oxygen-saturated aqueous solutions, relaxation from triplet  back to the ground  manifold then occurs 
within about ~1 μs. Because of the disparate timescales of the molecular processes described above, the 
molecular energy level system in Fig 1 (a) is well approximated by the 3-level system shown in Fig. 1 (b), 
with , , , , . 
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For cw excitation, saturation occurs primarily as a result of the decrease in the fractional population NN0  
of the ground state 0 with increasing laser irradiance. The laser pumps molecules from the ground state 0 to 
the excited singlet state 1, but the stimulated emission pumping from 1 to 0, 01k′  is negligible, because 

 in Fig. 1 (a).  The rate equations for the 3-level system may then be expressed as  13 kk >>
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which has the steady state solution 
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where NN j  is the fractional population of level , with j ∑= jNN . Here, the cw excitation rate is 
 

,/01 ra EIk σ=                 (7) 
 

where aσ  is the absorption cross-section (equal to 3.82×10−21 cm3M times the molar absorptivity), I  is 
the cw laser irradiance, and  is the laser photon energy. The mean fluorescence count rate from a single 

molecule, which is proportional to the decay rate , and the fractional excited state population 
γE

10k NN1 , 
obtained from the second line of Eqn. (6), is given by 

 ,
/1

/
1

10

S

S

II
II

Q
CkF

++
=                (8) 

 
where   is the net collection and detection efficiency (including fluorescence quantum efficiency), the 
saturation irradiance  is given by 

C
SI

 
( ))1(1 QIS += η ,                (9) 

 
where η  is defined by 
 

rFa E/τση = ,              (10) 
 

1
1210 )( −+= kkFτ                  (11) 

 
is equal to the fluorescence lifetime, and  
 

FPRQ ττ /= ,              (12) 
 
in which  ( )121012 kkkR +=  is the triplet crossing yield, and  is the phosphorescence lifetime. 1

20
−= kPτ

 
For repetitively pulsed excitation, a major factor that contributes to saturation is ground state depletion 
during the course of each laser excitation pulse. The nature of this process will depend upon if the 
pulsewidth tδ  is shorter or longer than the  thermalization time  in Fig. 1(a). If the pulsewidth is 
longer than ~ 1 ps, stimulated emission pumping from 1 to 0 can be neglected, because the  manifold 
relaxes during the course of each pulse, and hence the situation during each pulse is the same as that in 
Eqn. (5). With the assumption that the duration of the laser pulse 

1S 1
3
−k

1
3
−k 1S

tδ  is short compared to the fluorescence 
lifetime ( Ft τδ << ), the decay of the excited state and triplet populations during the interval of the laser 
pulse tt δ<<0  can be ignored and the top line of Eqn. (5) gives  
 
   ,  (during pulse)          (13) 0010 / NkdtdN −=
 
which has the solution  
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  )exp()0()( 0100 tkNtN δδ −= , (for )             
(14) 

Ftk τδ <<<<−1
3

 
in which  is defined in Eqn. (7) with 01k I  replaced by I , where I  equals the mean irradiance during 

the laser pulse, given by tdttII
t

δ
δ

∫= 0
)( . (Ref. [51] provides details on the case of  equal to a 

Gaussian.)  However, when the laser excitation pulsewidth is shorter than ~ 1 ps, as it typically is for 
two-photon excitation, laser physics theory [

)(tI
1

3
−k

70] states that the laser not only excites the molecule, but for 
high irradiance it can drive the excited molecule back to the ground state by stimulated emission (as 
indicated in Fig. 1(b) by the downward transition at rate 01k′ ), because the excited levels within the  
manifold do not have time to thermalize, so that Eqn. (13) must be replaced by 

1S

 
             1010010 / NkNkdtdN ′+−= ,                (during pulse).          (15) 

 
Here, , where the 011001 )/( kggk =′ g ’s are the degeneracies or density of levels in the  and  
manifolds. The time after excitation until the next laser pulse, T , is much greater than the time required for 
thermalization of the excited state manifold ~1 ps and hence 

0S 1S

1
3
−k 0)0(1 ≈N , so that the solution of Eqn. 

(15) is 
( )1)exp()0()( 01

1
00 −+−= − κδκκδ tkNtN ,         for ,         (16) 1

3
1

2
−− <<<< ktk δ

 
where 110 /)( ggg +=κ . A comparison of Eqns. (14) and (16) shows that theory predicts a difference in the 
saturation behavior as the pulse length becomes shorter than the ~1 ps time for thermalization of the  
manifold, due to the role of stimulated emission, but the equations become the same if 

1S
1→κ . 

 
After the laser pulse, the molecule relaxes from the excited state 1. The solution of Eqn. (5) with 001 =k  
can then be used with the initial condition of Eqn. (14) or (16) and the periodicity condition 

, to determine the dependence of the mean fluorescence count rate  )0()( jj NTN =
 

TdttFF
T

∫= 0
)(        (17) 

 
on the average laser irradiance  
    TtII /δ= .             (18) 
 
A similar procedure for determining the time-averaged fluorescence with repetitively pulsed excitation is 
described in Ref. [55]. 
 
For pulsed excitation, the solution obtained in this way with the initial condition of Eqn. (16) yields 

)/exp(
)/exp(1
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S
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IIbc
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CkF
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′−−
=

τ ,             (19) 

where  ))/exp(1( FTa τ−−= , )/exp( FTQb τ−+′= , and κabc += , which simplifies to 

    
))/exp(1(

)/exp(1
10

S

SF

IIQ
II

T
CkF

′−−′+

′−−
≈

κ
τ ,    for TF <<τ ,               (20) 

where 
 
                                             

(21) 
,)/( 1−=′ FS TI τκη

 

 8



and 

  
)/exp(1

)/exp()/exp(

P
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P

T
TTRQ

τ
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ττ
τ

−−
−−−

−
=′      (22) 

 

           ,
T

R Pτ≈         for PF T ττ <<<<  .                                                                            (23) 

 
For the typical values of  ~10−2, R Pτ  ~1 μs,  ~10 ns, Eqn. (23) gives QT ′  ~1 and Eqn. (20) shows that 
near saturation triplet shelving reduces the mean fluorescence signal by up to ~50%. The case of excitation 
with pulsewidths greater than ~1ps is found by setting 1→κ . 
 
For two-photon excitation, Eqn. (7) is replaced by 
 
   22

01 rTPF EIk σ= ,             (24) 
 
in which tdttII

t
δ

δ

∫= 0

22 )(  and TPFσ  is the two-photon absorption cross-section, typically expressed in 

units of GM=10−50 cm4 s. Note that Eqn. (24) is a classical approximation and TPFσ  should be regarded as 
an effective parameter for the particular detailed photon statistics (i.e., the second order quantum 
mechanical coherence function of the light), which will depend on the shape, chirp, and coherence of the 
pulse [71].  Thus, for two-photon excitation, Eqns. (19) and (20) may still be used but with I  replaced 
by 
 

TtII δ22 =              (25) 

and  replaced by SI ′

 ( ,1−′′=′′ FS TI τκη )             
(26) 

where 
   2

rFTPF Eτση =′′ .                          (27) 
 

 
Eqns. (8) and (19) may be approximated by Taylor expansions in I  to yield 

(∑
∞

=

=
1

,/
n

n
Sn IICF α )             (28) 

where 
),1/()1(10 Qk n

n +−−=α                   (29) 

for cw excitation with SII < , 

!/)1))(/((10 nTk n
Fn −−= κτα ,              (30) 

 for pulsed excitation, with 0=′Q , TF <<τ , SS II ′→ , or SS II ′′→ .  
 
Note that for cw excitation, the fluorescence rate in Eqn. (8) may be expressed as a binomial expansion of 

, where 1)1( −+ x SIIx /= , which is valid and converges only for SII < (see page 261, Ref. [67]). 

However, for pulsed excitation (with pulsewidth tδ within the bounds ), the power series 
expansion always converges. If  (i.e., no triplet) the fluorescence rate in Eqn. (20) simplifies, and 
may be easily expanded as an exponential series, with coefficients given in Eqn. (30), which clearly 
converges for all 

Ftk τδ <<<<−1
3

0=′Q

I . For the general case of pulsed excitation, Eqn. (19) may first be expressed in terms 
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of a binomial expansion of , in which 1)1( −− y )/exp()/( SIIcby −= . This is seen to converge for all 

I , as . When the exponential term in  is expanded and the equation regrouped, we find 1<y y

( ) ( ) !)1(/1/1
0

10 ncbmcba
T

k
m

mnnF
n ∑

∞

=

−−−=
τα ,      (31) 

for pulsed excitation, with SS II ′→ , or SS II ′′→ . 
 
Fig. 2 illustrates the differences between Eqns. (8), (20) with 1→κ , and (20) with 2=κ  for the case of 
no triplet, , and also a comparison with the Taylor expansions of Eqns. (28)—(30) in which only the 
first two terms are kept. Note that the signal rate at which excitation saturation occurs is lower for pulsed 
excitation than for cw excitation, and is lower still for excitation with sub-picosecond pulses, as is typically 
used for two-photon excitation. For cw excitation, the first two terms of the Taylor approximation are 
adequate for 

0=′Q

SII < ~ 0.2. 
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Fig. 2:  vs. 10/CkF Iη  as calculated for cw excitation by Eqn. (8) with Q = 0 (red; top); for sub-
nanosecond pulsed excitation by Eqn. (20) for 0=′Q , 5/ =FT τ  and 1→κ , (green; middle); and for sub-
picosecond pulsed excitation by Eqn. (20) for 0=′Q , 5/ =FT τ  and 2=κ , (blue; bottom). The dashed 
curves show the corresponding Taylor expansions of Eqns. (28)—(30) with just the first two terms kept.  
 
In order to experimentally demonstrate the different saturation behavior between cw and pulsed laser 
excitation, measurements were made of the mean fluorescence count rate versus laser power for an 11.4 
μM solution of Rhodamine B in water using 532 nm 70ps/76MHz pulsed excitation and 514 nm cw 
excitation. For these experiments, the incoming laser beam considerably under-filled the microscope 
objective to ensure that the beam was not tightly focused in the sample and the fluorescence was collected 
only from the central region of the focused beam by use of a small pinhole as a spatial filter. Under these 
conditions, there should be little spatial averaging over the irradiance profile of the laser, and the 
fluorescence count rates are expected to directly follow the shape of Eqn. (8) for cw and Eqn. (19) (with 

1→κ ) for sub-nanosecond pulsed excitation. Fig. 3 compares fluorescence counts versus laser power 
normalized by the solution absorption at each wavelength used, for 532 nm 70ps/76MHz pulsed excitation 
(Coherent, Antares frequency-doubled Nd:YAG laser) and 514 nm cw excitation (Spectra Physics, 2060-
10S BeamLok Argon-ion laser). The results illustrate a key point that the fluorescence rate at which 
excitation saturation occurs is lower for pulsed excitation than for cw excitation.  
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Fig. 3: Experimental measurements of the fluorescence count rate versus laser power, normalized by the 
absorptivity at the used wavelength, illustrating differences in the onset of saturation for continuous wave 
(514 nm) and pulsed (532 nm, 70 picosecond) irradiation. The red curves are fits to the functional forms of 
Eqns. (8) and (20) respectively.  
 
5. GAUSSIAN APPROXIMATION TO THE FLUORESCENCE PROFILE WITH SATURATION 
 

For a Gaussian laser beam focused by a moderate NA microscope objective, the irradiance profile near 
the focus is 

( ) ( )⎟⎟⎠
⎞

⎜⎜
⎝

⎛
+

+−
+

= 2
0

2
0

22

2
0

2
0 )/(1

)(2exp
)/(1

2),,(
zz
yx

zz
PzyxI

ωπω
,     (32) 

 
where P  is the laser power, 0ω  is the beam waist, the Rayleigh range is 
 

0
2
000 λπωnz = ,          (33) 

 
0n  is the refractive index of the solvent, and 0λ  is the vacuum wavelength of the laser. Moreover, for 

, 0zz <<
 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +−
≈

+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +−
≈ 2

2

2

22

22
0

2
0

22

2
0 2

exp
2

)(exp
2)/(1

1)(2exp2),,(
z

zyxP
zz

yxPzyxI
σσπσωπω    

      ),(),(),(2 zz zGyGxGP σσσσπ≈ ,      (34) 
where 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= 2

2

'2
exp

'2
1)',(

σσπ
σ ssG         (35) 

 
is a Gaussian with standard deviation σ ′ , normalized such that 

1),( =′∫
∞

∞−
σsG ,           (36) 

 
and where we have set  
 

20ωσ = ,  and  2ln20zz =σ ,        (37) 
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so that the half-width of the Lorentzian profile in z  is matched to the half-width of the Gaussian 
approximation. Similarly, with   
 

[ ] ( ) 12212,)/(1 /1/12
0 −−≈+ − n

z
n

z
n zGzz σπσ  ,    (38) 

 
we have 
 

( ) ( ) ( )12,,,)12()2(),,( /12/1/12212/3 −−≈ −−−− n
z

n
z

nnnn zGnyGnxGnPzyxI σσσσσπ .  (39) 
 
The mean number of fluorescence photons per second detected from a single molecule located at zyx ,,  is 

given by Eqn. (8), or (19) with I  replaced by , which is approximated by the 3-D Gaussian 
profile of Eqn. (34), and with C replaced by the collection efficiency function C(x,y,z), which is also 
approximated to be 3D-Gaussian in shape [

),,( zyxI

29], 
 

),(),(),()2(),,( 22/3
0 CZCCCzC zGyGxGCzyxC σσσσσπ= ,    (40) 

 
with  equal to the peak collection efficiency, and 0C Cσ , CZσ  equal to the standard deviations in the radial 
and axial directions, as determined by the pinhole radius, and the magnification and numerical aperture of 
the microscope objective. Fig. 4 shows that as the laser irradiance increases, the fluorescence profile, 
numerically calculated by inserting Eqn. (32) into Eqn. (8) or (19) with 2=κ  (to model two-photon sub-
picosecond excitation), does not attain the flat-top profile that was assumed in Refs. [64,65] for 

.  1),,( =zyxC
 

0.00

0.05

0.10

0.15

0.20

0.25

-3 -2 -1 0 1 2 3

0.05
0.10
0.15
0.20
0.25

  

Iη

10Ck
F  

 

zz σ/ σ/x
Fig. 4: Gaussian-Lorentzian irradiance profiles with no saturation (dotted), obtained from Eqn. (32), and 
the resulting fluorescence profiles with saturation, obtained using Eqn. (8) for cw excitation with 0=Q  
(solid), and Eqn. (19) for pulsed excitation with 0=′Q , FT τ/ = 5, 1→κ  (dashed). The left side of the 
graph shows the axial profiles (x = y = 0) and the right side shows the radial profiles (y = z = 0), with 

)0,0,0(Iη  = 0.05, 0.10, 0.15, 0.20, 0.25. Note that the saturated profiles do not have the “flat-top” profile 
that was assumed in Ref. [65] and which is seen from Ref. [51] to occur only for 1)0,0,0( >>Iη . 
 
Since the product of two Gaussian functions is another Gaussian,  
 

))(,())(,0(),(),( 2/12
2

2
1

2/12
2

2
111

−−− ++= σσσσσσ sGGsGsG ,           (41) 
 
Eqn. (28) may be used to express the fluorescence profile as a sum of 3-D Gaussian functions: 

( ) ( ) (∑
∞

=

Φ≈
1

)(,)(,)(,),,(
n

zn nzGnyGnxGzyxF σσσ )      (42) 
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where  
 

( ) 2/1/12212222/1/12212/3
0 ))12/(()/()12()2( −−−−−− −++−=Φ n

zCzCCzC
n

z
nnnn

Snn nnPCI σσσσσσσσπα   (43) 
 

2/122 )()( −−− += Cnn σσσ ,                         (44) 
 

2/122/1 ))12(()( −−− +−= Czz
n

z n σσσ .                       (45) 
 

For cw excitation, as noted in Eq. (29), the summation in Eqn. (42) converges only for . The 
details of the functional dependence of the proportionality factors 

2/2
0 SIP πω<

nΦ  is of little importance, except to note 
the power dependence and to later show how they may be experimentally determined and used to estimate 
the saturation irradiance. Hence Eqn. (42) is to be re-expressed  
 

( ) ( ) ( )∑
∞

=

≈
1

)(,)(,)(,~),,(
n

z
n

n nzGnyGnxGPzyxF σσσχ ,           (46) 

 
where P~  is now the relative power of the laser beam, which can be measured before the FCS apparatus, 
rather than at the sample, and nχ  are empirical factors to be determined in calibration measurements, and  
 

n
nn P~χ=Φ .        (47) 

 
For low laser power and no saturation, only the first term in the sum of Eqn. (42) or (46) needs to be 
retained and the profile is 3-D Gaussian. As the power is increased, the second term also must be retained. 
Other causes for distortion of the ACF must be accounted for before it would be useful to continue the 
power series beyond the second or third term. In particular, detector and electronic counting saturation, 
especially at higher particle concentrations, as discussed in Ref. [34], would need to be addressed.  
 
6. DERIVATION OF FITTING FUNCTION FOR ACF WITH SATURATION 
 
A derivation of the theoretical form of the ACF, Eqn. (2), in terms of intensity fluctuations due to diffusion-
induced concentration-fluctuations is given in the early FCS literature [41]. Here we give a reformulated 
derivation in terms of single-photon detection from single-molecules, and this formulation is extended to 
account for saturation. Ref. [48] provides further details, including a derivation of the fitting function both 
with and without saturation, and provides results for flow transport and cross-correlations, but does not 
include triplet effects. 
 
Let ρ  be the number density of molecules, with dimensions of m−3. Note that ρ  also equals the 
probability density to find a single molecule at any location zyx ,, . If the total signal  is a stationary 
ergodic random process, then the time averages in Eqn. (1) may be evaluated as ensemble averages and the 
average total rate of photons is independent of time and equals the fluorescence count rate averaged over all 
possible molecule locations plus background: 

)(tS

 

∫∫∫ += BdxdydzzyxFtS ),,()( ρ         (48) 

B
n

n +Φ=∑
∞

=1

ρ ,             (49) 

)~(~
1

PBP n

n
n += ∑

∞

=

ρχ              (50) 

where B is the total background count rate, which may be dependent on the relative power P~ , and where 
we have substituted the Taylor series in Eqn. (42) and used Eqn. (36) to perform the integrations for each of 
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the dimensions zyx ,,  for each of the terms. As  is a stationary random variable, each of the two 
factors in the denominator of the first term of Eqn. (1) is given by Eqns. (48)-(50).  

)(tS

 
The term )()( τ+tStS  in the numerator of Eqn. (1) is the rate of detection of pairs of photons that are 
separated by an interval τ . The first photon may arise from a single-molecule located at , with 
probability density 

1111 ,, zyx=r
ρ , or background. The second photon may arise either from the same single-molecule, 

which has moved from , to  during the time interval 1r 2222 ,, zyx=r τ , with a probability density 
),( 21 τrr −M  or from a different single-molecule, again with probability density ρ , or from background.  

The numerator of the first term of Eqn. (1) is thus: 
 

( ) 2
11

2

11222111 )(2)(),(),()()()( BdFBdFdFMdFtStS +++−=+ ∫∫∫∫ rrrrrrrrrr ρρττρτ ,  (51) 
 

where 
 

))(,())(,())(,(),( τστστστ DDD zGyGxGrM =    (52) 
 
is the probability density for a molecule to diffuse from the origin to zyx ,,=r  at time τ , and 
 

.2)( ττσ DD =        (53) 
 

Eqn. (52) is the solution of the diffusion equation  
 

          (54) ρρ 2/ ∇=∂∂ Dt
 

for the initial condition of a molecule located at the origin, )0,0,0()0,,,( δρ =zyx , where )0,0,0(δ  is a 3-D 
Dirac delta function, and  is the diffusion coefficient. In Eqn. (51), the term D ),(),( 221 ττ rrr FM −  
accounts for the probability density to detect a photon at time τ  from a molecule at  that has diffused 
from , after emitting a photon at time 0. Following Ref. [

2r

1r 63], we have invoked the adiabatic 
approximation to allow the diffusion and molecular photokinetics to be factored, and we approximate  
 

( ))/exp(1)(),( 22 TAFF τττ −+≈ rr ,     (55) 
 
where Tτ  is defined after Eqn. (3), and A  is an empirical value to be determined when fitting the ACF. 
The interpretation of Eqn. (55) is that after a molecule has emitted a photon at time 0, it begins in the 
ground state, and hence there is an enhanced probability of fluorescence until the probability that the 
molecule occupies the triplet state reaches a steady state. The steady state is reached in a mean time 

( )ST IQIk /)(120 r+≈τ  and SIQIA /)(r≈ , where the angular brackets denote an average over the probe 
region. Thus the first term on the right hand side of Eqn. (51) is  
 

( ) ∫∫ −−+= 222111 )(),()()/exp(1 rrrrrr dFMdFAJ T τρττ .    (56) 
 

The Taylor expansions in terms of Gaussians from Eqn. (42) are substituted for  and  and the 
integrations may be performed separately for each dimension, as Eqn. (52) also factors into functions for 
each dimension. This yields 

)( 1rF )( 2rF

 

( ) ∑∑ ∫∫
∞

=

∞

=

−ΦΦ−+=
1 1

222111 ))(,(),())(,()/exp(1
n m

mnT dxmxGxxMdxnxGAJ στσρττ  
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∫∫ −× 222111 ))(,(),())(,( dynyGyyMdynyG στσ  

∫∫ −× 222111 ))(,(),())(,( dznzGzzMdxnzG zz στσ  (57) 
 

The integrations are convolutions of Gaussian functions. For the x-dimension, each integral term is 
 

))(,())(,())(,(),( 221211 mxGxxGdxnxGdxmnJ Dx στσσ −= ∫∫ .                                       (58) 
 

Since the convolution of two Gaussians is another Gaussian, with a width that is the sum in quadrature of 
the widths of the two, 
 

),'(),'(),( 2
2

2
121 σσσσ +=±∫ xGxxGxdxG  ,    (59) 

 
we find 
 

             ( ))()()(,0),( 222
| τσσσ Dyx mnGmnJ ++=  

 
( ) 02/)/(,0 ωττα DnmG += , (as asGaasG ),(),( σσ = ) 

 
( ) 2/11

0
2/1 / −−− += Dnm τταωπ ,              (60) 

 
and similarly 
 

( 2/11
0

2/1 /),(
−−− += Dnmz zmnJ ττζβπ ) ,                                                            (61) 

 
with 
 

( ) ( ))1(2)()( 222 σσσα mnnm += ,     (62) 
 

( ) ( ))1(2)()( 222
zzznm mn σσσβ += ,     (63) 

 
DD 4/2

0ωτ = ,       (64) 
 

2
00 )/( zωζ = ,       (65) 

 
2/122

00 )4(2)1(2 −−− +== Cσωσω ,      (66) 
 

2/122
00 )4(2)1(2 −−− +== Czz zz σσ .      (67) 

 
Substituting (60) and (61) into Eqn. (57) yields 
 

( )( ) ( ) ( )∑∑
∞

=

∞

=

−− ++ΦΦ−+=
1 1

2/11
0

2
0

2/3 //)()/exp(1
n m

DnmDnmmnT zAJ ττζβτταωπρττ . (68) 

 
This is the first term on the right hand side of Eqn. (51). The last three terms of Eqn. (51) are equal to the 
square of Eqn. (49). The denominator of the first term in Eqn. (1) is also the square of Eqn. (49). Hence, 
when all is inserted into Eqn. 1, we obtain a fitting function given by Eqn. (68) divided by the square of 
Eqn. (49). With the use of Eqn. (47), this may be expressed as 
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( ) [ ] [ ] 2

1 1

2/1121 //~)/exp(1)( SPANg
n m

DnmDnm
mn

mnTf ∑∑
∞

=

∞

=

−−+− ++−+= ττζβτταχχρτττ ,  (69) 

 
with 
 

0
2

0
2/3 zN ωρπ= .        (70) 

 
As described after Eqn. (2),  isN 43 π  times the mean number of molecules contained within an 
ellipsoid (with abrupt-boundary) with radius 0ω  and depth 0

2/1
0 ωζ −=z . 

 
The dimensions of the probe volume are determined by both the focused laser and the spatial filter pinhole, 
but in most experimental set-ups, in order to collect as much fluorescence as possible, the pinhole size in 
object space is considerably larger than the focused laser beam. Eqns. (61) and (62) then simplify to 
 

)2()( nmmnnm +≈α , for  σσ >>C ,    (71) 
 

12)22( /1/1 −+≈ mn
nmβ , for  zCz σσ >> .    (72) 

 
7. IMPLEMENTATION OF FITTING BY SATURATION MODEL  
 
The power-dependent fitting function for the ACF, which includes triplet and saturation effects, is given in 
Eqn. (69). The particle number, , the triplet parameters N A  and Tτ , and the diffusional residence time 

Dτ , are the adjustable parameters to be determined by the curve fitting. The confocal parameter ζ  is a 
constant for the particular apparatus geometry and may be held fixed at a value determined by fitting 
previously collected ACF. The quantities nmα  and nmβ  are also constants for a particular geometry, 
dependent on the laser and pinhole sizes, and could in principle be determined by curve fitting a set of 
previously collected ACF obtained at different powers. However, in most cases, the approximations in 
Eqns. (71) and (72) should suffice. S  is the measured total count rate and P~  is the measured relative 
laser power used during the acquisition of the ACF. From Eqn. (50), we see that the factors jχρ  are 
quantities that can be empirically determined from a polynomial fit to a measurement of the total count 
rate, S , minus power-dependent background, )~(PB , versus relative laser power, P~ , for the particular 
apparatus and sample. (Note that when background is present, we do not replace  in Eqn. (69) by N

( 21 SBN + ) , as was discussed following Eqn. (2), because background is already accounted for in the 

factor 2S  at the end of the equation.) 
 
The possibility of photobleaching and other causes for distortion of the ACF, as discussed in the 
introduction, and in particular, detector and electronic counting saturation, especially at higher particle 
concentrations, as discussed in Ref. [34], will generally limit the usefulness of the saturation model to cases 
of moderate laser power. Therefore, we retain only the two lowest order terms of the power series 
expansions. Eqn. (50) gives 
 

2
21
~~)~( PaPaPBS +≈− ,      (73) 

 
with 11 χρ=a , 22 χρ=a  to be determine from a quadratic fit. Eqn. (69) then gives the fitting function as 
 

( ) [ ] [ ]{ 2/1122
1

21 /1/1~)/exp(1)( −−−− ++−+= DDTf PaSANg ττζτττττ    

[ ] [ ] }2/12/1132
2 /2/4/3~2 −−− +++ DDPa ττζττ ,   for σσ >>C , zCz σσ >> .            (74) 
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We emphasize that the fitting function in Eqn. (74) is intended only for laser powers such that the peak 
irradiance at the origin, , is less than ~0.2)/(2)0,0,0( 2

0πωPI = SI× . Note that if we retain only the lowest 

order term of Eqn. (74) and substitute ( ) PBSa ~
1 −=  from the lowest order term of Eqn. (73), we 

recover the standard model fitting function of Eqns. (2) and (3), together with the background correction 
factor. 
 
8. FITTING SIMULATED ACF USING THE SATURATION MODEL  
 
An ab-initio Monte Carlo simulation of FCS for cw excitation, described in Ref. [3], was used to generate 
sets of FCS raw data, each consisting of the times-of-arrival (TOAs) of the detected photons. The TOAs 
were used to numerically evaluate the ACF, by use of an algorithm similar to that described in Ref. [3]. The 
simulations were thus used to demonstrate the effects of triplet photophysics and saturation, and to show 
that curve fitting of the ACF’s using Eqn. (74) can recover more consistent results for the parameter values 
over a limited range of excitation powers. The simulation models excitation saturation by imposing a time 
delay following each excitation of a molecule before the next excitation may occur, where the delay is a 
random real number with an exponential distribution with decay time equal to the fluorescence lifetime, or 
to the phosphorescence lifetime if triplet crossing occurs. We present results of simulations with apparatus 
parameters similar to those of the Confocor 2 [72] for two cases: (i) that of a molecule that exhibits 
excitation saturation (due to the finite fluorescence lifetime) with no triplet crossing, and (ii) that of a 
molecule that exhibits saturation effects only due to occasional triplet crossing. The fluorophore is assumed 
to have  at 488 nm, with (i)216 cm107.2 −×=aσ Fτ = 3 ns, corresponding to = 5.0 × 105 Wcm−2 and no 
triplet, or (ii) 

SI

Fτ = 0, but Pτ = 1 µs with =0.01, corresponding to = 1.5 × 105 Wcm−2 (calculated by 
Eqn. (9)).  

R SI

 
Fig. 5 presents plots of the total count rate (minus background) versus laser power at the sample for each of 
the cases. The plots, which are clearly non-linear due to saturation effects, are fit to the quadratic of Eqn. 
(73) to find the quantities (i) = 1.8×109 s−1 W−1, = −7.9×1011 s−1 W−2 , or (ii) = 1.3×109 s−1 W−1, 

= −1.2×1012 s−1 W−2.  
1a 2a 1a

2a
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Fig. 5: Data from Monte Carlo simulations are used to form plots of the fluorescence count rate versus 
laser power, which exhibit nonlinearity due to saturation. The count rate plots are fit to the quadratic Eqn. 
(73). 
 
The ACF’s from both cases, (i) and (ii), are fit to both the standard model of Eqn. (2), with the triplet 
correction term from Eqn. (3) for case (ii), and to the saturation model of Eqn. (74), with A  held at zero for 
case (i). Fig. 6 presents the graphs of only the more interesting case (ii), where triplet blinking occurs. Note 
that as the laser power is increased, the ACF curves develop an increasing magnitude, A , of triplet 
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contribution, with decay time Tτ . As discussed after Eqn. (4), the ACF becomes greater for small delays 
because of triplet blinking and depressed for large delays because of concomitant saturation. The inset to Fig. 
6 shows that the values obtained for A  and Tτ  for each curve-fitting model are approximately the same. The 
triplet term does not lend much flexibility in fitting the main feature of the ACF curve around Dττ ≈ , 
because DT ττ << , except possibly when the triplet component is very small at low laser power. (By contrast, 
in Ref. [52], the added term for bleaching is such that the reciprocal of the bleaching rate obtained from the 
curve fit is approximately the same as Dτ .) 
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Fig. 6: The ACFs of molecules with a triplet state (from the simulated data (ii) from Fig. 5), together with 
curve fits to the saturation model of Eqn. (74).  The ACF were also fit to the standard model. The plot in the 
inset shows that as the laser power is increased, A  increases and Tτ  decreases, but the values obtained by 
fitting to the saturation model (open symbols) are essentially the same as those from the standard model (solid 
symbols). 
 
A comparison of the results of the curve fitting by the standard model and the saturation model is shown in 
Fig. 7. Different parameter values were used in the two sets of simulations so that the data points are not 
overlaid. 
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Fig. 7: The results of curve fitting to the standard model of Eqns. (2) and (3) shown as filled symbols, and to 
the saturation model of Eqn. (74) shown as open symbols for the cases of (i) saturation with no triplet, shown 
as squares, and (ii) triplet, shown as circles, as the laser power is increased. Fig. 7(a) shows  and Fig. 7(b) 
shows 

N
Dτ . 

 
For the standard model (filled symbols), both the apparent particle number  and the apparent diffusional 
residence time 

N
Dτ  are seen to increase as the laser power increases. These parameters should of course be 

independent of laser power. As discussed at the end of Section 2, it is not that there is an onset of systematic 
bias in the estimated parameters when the laser irradiance is above a particular critical ‘saturation’ value and 
that bias can be avoided by performing measurements below this point. Rather, to obtain unbiased parameters 
with the standard model, one needs to collect data with as low a laser power as possible. However, the data 
collection time increases approximately quadratically as the laser power is reduced. The increasing bias as the 
laser power is increased is present for both cases, i.e., for (i) saturation without no triplet kinetics, and (ii) 
saturation induced by triplet kinetics, but it is greater for case (ii), which has a lower value of  . When the 
ACF are fit to the saturation model (open symbols), more consistent results are obtained as the laser power is 
initially increased up to about 100 μW, although beyond this, the bias is then seen to be overcorrected at 
larger laser powers.  

SI

 
As might be expected, a higher order approximation of Eqn. (69) improves matters, as the successive terms 
in the power series expansion of Eqn. (28) have alternating signs. With simulations, where other causes of 
systematic errors, such as photobleaching, can be easily controlled, it is possible to extend the success of 
the saturation model in yielding unbiased results to higher laser powers by use of higher-order 
approximations, but this becomes increasingly more difficult in experiments. Instead, a more conservative 
approach is to use just the lowest-order saturation model (Eqn. (74)), but to develop an understanding of the 
limitations of the approximation, in terms of the estimated accuracy of the results, and the acceptable range 
of laser powers that may be used. One point to note is that when only a quadratic approximation is made to 
the plot of the fluorescence count rate versus laser power (Fig. 5), the values obtained for the parameters  
and  will change slightly if the plot and fit are extended to greater powers. Different values for  and 

  will slightly alter the success of the quadratic approximation of Eqn. (74) in coping with the effects of 
saturation. More detailed statistical analysis would be needed to provide quantitative estimates for the final 
accuracy of the quadratic approximation, but as a rough guide, it may seen that the lowest-order saturation 
model of Eqn. (74) produces reasonably unbiased values of and 

1a

2a 1a

2a

N Dτ  out to excitation powers that are 
about one-fifth of that required to yield a peak irradiance at the origin equal to the saturation intensity. 
Another conservative approach for data interpretation, which may be helpful in some intracellular FCS 
studies, is to apply both the standard and the lowest-order saturation curve-fitting models in order to 
estimate the upper and lower bounds to the measured values of  and N Dτ .  
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9. USE OF THE SATURATION MODEL WITH EXPERIMENTAL ACF  
 
In this section we discuss results from experimentally acquired ACF with curve fitting analysis using both 
the standard model and the saturation model of Eqn. (74). We have performed measurements with a variety 
of samples and labeled biomolecules and here present results for two interesting cases from solutions of (i) 
Alexa 488 labeled Streptavidin (Invitrogen catalog number S-32354), which has a moderate triplet 
component and imperfect photostability, and (ii) water soluble quantum dots (Invitrogen catalog number 
Q10113MP), which has excellent photostability and signal. The 488 nm line from an argon-ion laser 
(Spectra-Physics, 2060-10S Beamlok) was used for cw excitation of Alexa-488. The quantum dots have 
peak absorption at 585 nm but were excited sub-optimally using 532nm picosecond pulses from a 76MHz 
passively mode-locked, diode-pumped Nd:YAG laser (Spectra-Physics, Vanguard VNGD2000-76-
HM532). Samples with concentrations in the nanomolar range were prepared by serial dilution using 
purified water (Barnstead, Nanopure D8991). 
 
FCS measurements were performed using a custom-made apparatus based on an infinity-corrected 1.2 NA 
water-immersion microscope objective (Olympus, Uplanpro 60×). The objective was used with a 250 mm 
achromat in place of the usual 180 mm tube lens, resulting in a magnification of 83.3. A 100 micron 
diameter pinhole was used in all experiments and hence the spatial pinhole radius in object space was about 
0.6 microns. For epi-illumination, an uncoated fused-silica substrate was used in place of the usual dichroic 
mirror. This was placed between the objective and tube lens and set at 45° to give ~10% Fresnel reflection 
of s-polarized laser light to the objective. The remaining ~90% of the laser was passed to a power meter 
(Coherent, LM-2VIS) to record the relative power at the sample. The laser powers reported below are 10% 
of the values given by the power meter and hence are approximately equal to those at the sample. As the 
fluorescence collected by the objective is unpolarized, about 95% is passed through the fused-silica 
substrate to the tube lens, pinhole, and subsequent filter. Different band pass emission filters (Omega 
Optical, 3rd Mellenium 500-560 nm for Alexa-488 and 617DF45 for Quantum dots) were selected based on 
the emission spectra of the particular sample. The filtered fluorescence was then tightly focused to the 
center of the active area of a SPAD single photon counting module (Perkin-Elmer, SPCM-AQR-15). The 
pulses from the detector were passed to the gate-input of a National Instruments PCI-6602 counter/timer 
data acquisition card, which was configured to record the TOA of each detected photon using an onboard 
80 MHz clock. The photon TOAs were used to numerically calculate the normalized ACF using an 
algorithm similar to one described in Ref. [3] implemented in LabView (National Instruments). The system 
was used to collect ACFs from a sample of water at different laser powers, in order to measure the power-
dependent background and also to characterize the detector afterpulse performance. The LabView program 
corrects the accumulated ACF for detector afterpulses using the method of Ref. [35]. Microcal Origin 5.0 
software was used to perform unweighted least-squares curve-fitting based on a Levenberg–Marquardt 
algorithm. For all fits, the confocal parameter was held fixed at a value of ζ =ζ = 0.167. 
 
For each series of measurements, a milli-liter volume sample was placed in a cell of a chambered 
coverglass with coverplate (Nagle Nunc International). Control experiments were performed to check that 
the sample concentration did not change appreciably over the span of the experiments due to evaporation or 
molecular adsorption. Measurements were also made using only water to obtain calibration data for the 
background. The power-dependent measurements for each sample were performed in sequence of 
increasing power under identical conditions, with acquisition times of 10 to 100s, and repeated 3 times. The 
collected data were used to obtain plots of the background-subtracted count rate versus relative laser power, 
which were fit to quadratics to yield the quantities (i) = 2.38×108 s−1 W−1, = −3.7×105 s−1 W−1 , for the 
Alexa-488 sample, and (ii) = 5.21×108 s−1 W−1, = −2.5×106 s−1 W−1 for the quantum dot sample. 

1a 2a

1a 2a
 
Fig. 8 displays the average of the 3 ACFs collected from each sample for each set of laser powers, reported 
in microwatts, together with fits to the saturation model of Eqn. (74). For the quantum dot sample, the 
triplet component was held at zero for consistency of analysis, although some slope to the initial part of the 
ACF is apparent as the power is increased, indicating power-dependent blinking. For the Alexa-488 
sample, the triplet factor is included in all fits. All curves in Fig. 8 have been rescaled by the background 
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correction factor  ( 21 −
+ SB )  so that the minor increase in background with increasing laser power does 

not contribute to power-dependent changes in the amplitudes of the plotted ACFs. For the Alexa-488 
sample, the mean background and signal count rates were 120—1,000 and 4—34 × 103 s−1 with 15—200 
µW of laser power and 100—10 s of data collection time for each of 3 repetitions. For the Quantum dot 
sample, the mean background and signal count rates were 170—850 and 1—17 × 103 s−1 with 3—300 µW 
of laser power and 60—10 s of data collection time for each of 3 repetitions. 
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Fig. 8: Experimental ACF and fits to Eqn. (72) for different relative laser excitation powers, expressed as 
approximate laser power at the sample in microwatts, for (a) Alexa-488, excited by a 488 nm cw laser; and 
(b) Quantum dots, excited by a 532 nm 76MHz picosecond pulses. 
 
The results of the fits by the standard model of Eqns. (2) and (3) and the saturation model of Eqn. (74) are 
compared in Fig. 9. For the standard model, the apparent particle number  and diffusional residence time N

Dτ  each increase as the laser power increases. For the saturation model, the parameters retain more consistent 
values, at least for laser powers below ~100 μW. It should be emphasized that it is not necessary to collect a 
series of ACFs over a range of laser powers in order to implement the saturation model. All that is needed is a 
measurement of the total count rate versus laser power from the sample, a similar measurement from water to 
account for background, and a single measurement of an ACF at a measured laser power. The purpose of 
presenting a series of ACF here is to illustrate that the lowest-order saturation model yields approximately 
consistent parameter values over a range of laser powers typically used in FCS. 
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Fig. 9: The results of curve fitting to the standard model of Eqns. (2) and (3) shown as filled symbols, and to 
the saturation model of Eqn. (74) shown as open symbols for the experiments of (i) Alexa-488 (from Fig. 8 
(a)), shown as circles; and (ii) quantum dots (from Fig. 8 (b)), shown as squares (with A = 0, i.e., no triplet 
component). Fig. 9(a) shows  and Fig. 9(b) shows N Dτ . 
 
10. CONCLUSIONS  
 
Practitioners of quantitative FCS face a difficult task in managing a range of possible systematic errors. In 
many cases, excitation saturation presents the primary cause for systematic errors and it results in bias in 
the particle number  and diffusional residence time N Dτ  found from curve fitting the ACF with the 
standard model. Saturation typically arises from the finite fluorescence lifetime, which delays the 
repopulation of the ground state following excitation, and it is accentuated by transitions to long-lived dark 
states, such as the triplet state. Such transitions are usually accounted for by adding an exponential term, 
with microsecond-range decay time, in the fitting function of the ACF (Eqn. (3)), to account for fast 
blinking of molecules, but when such fast kinetics are evident, saturation effects are also present. Studies in 
the literature, Monte Carlo simulations presented in Section 8 and Fig. 6, and experimental results 
presented in Section 9 and Figs. 8, all show that the amplitude of the ACF decreases, and the decay time 
increases, with increase in laser power (even when background remains negligible). It is not that these 
changes occur only when the laser power is above a critical value, but rather, the power dependence of the 
ACF occurs even at infinitesimal laser powers. It is usually not practical to perform FCS at the lowest 
possible laser power, because the collection time increases approximately quadratically with decrease in 
count rate, and moreover, corrections for background become approximately quadratically greater as the 
signal to background decreases. The standard model used for fitting the ACF (Eqns. (1) and (2)) does not 
contain any dependence on the laser power, but experiments clearly show that the ACF is power dependent.  
 
The power dependence of the ACF is due primarily to saturation and triplet effects. This paper includes a 
rate equation theory of molecular photophysics, including saturation and triplet kinetics, for cases of sub-
nanosecond pulsed, sub-picosecond pulsed, or continuous wave excitation, by either one- or two-photon 
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mechanisms. This theory is used to show that the ideal 3-D Gaussian profile of fluorescence is distorted 
because of saturation, but for parameters of interest, the distorted profile can be expressed as a weighted 
sum of 3D-Gaussians of calculable widths (Eqn. (46)), with power-dependent weights that can be 
determined by measuring the total fluorescence count rate versus power (Eqn. (50)). A derivation of the 
ACF, formulated in terms of single-photon detection from single molecules diffusing through the distorted 
profile (rather than intensity fluctuations from concentration fluctuations), leads to a new model for the 
ACF fitting function that is explicitly power-dependent (Eqn. (69)). The lowest order term of this equation 
is the same as the standard model. The two terms of lowest order in the relative laser power provide a 
useful lowest-order power-dependent saturation model for the ACF (Eqn. (72)), for situations in which 
triplet and saturation effects are still small, i.e., for peak irradiance below ~0.2 times the saturation 
irradiance . The new saturation model contains no additional fitting parameters, but it does require a 
separate calibration measurement of the total fluorescence count rate versus relative laser power and 
knowledge of the relative laser power at which the FCS measurement was acquired. 

SI

 
Ab initio Monte Carlo simulations and experiments with continuous and pulsed laser excitation, using 
Alexa-488 and quantum dots, are used to show that the lowest-order saturation model provides more 
consistent estimates of the particle number  and diffusional residence time N Dτ  over a range of laser 
powers typically used in FCS (about 0 — 200 μW) whereas the standard model produces unbiased 
estimates only as the power tends to zero. A quick calibration measurement of the count rate versus relative 
laser power used with the saturation model for FCS should provide a useful method for determining upper 
and lower bounds to measured parameter values in situations where data collection times are limited. 
Saturation effects will also be important in the quantitative interpretation of 2-state FCS measurements, 
particularly where the brightness values of the two states differ. 
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